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Abstract

In recent years, recognizing individuals’ per-
sonality traits through social media has be-
come an interesting topic in both fields of nat-
ural language processing and social sciences.
Psychological research also shows that some
personality traits are associated with language
behavior. NLP models can take advantage of
this correlation to model and predict person-
ality traits based on the vast amount of data
available, thanks to modern social media. No
such dataset exist for the Persian language. We
have constructed a novel dataset labeled with
Myers-Briggs Type Indicators (MBTI) consist-
ing of 1,552,532 tweets. We present our data
collection method and discuss its challenges
and results in detail. We also introduce a base-
line classification model by fine-tuning a vari-
ation of BERT architecture (ParsBERT), pre-
trained on Persian corpora.

1 Introduction and Related Work

Research in personality detection can be helpful in
a variety of other fields, including job screening
(Liem et al., 2018), recommendation systems (Yang
and Huang, 2019), advertising (Matz et al., 2017),
word polarity detection (Poria et al., 2019), and
social network analysis (Balmaceda et al., 2014).

The Myers-Briggs psychological model (MBTI)
refers to patterns of how the world is viewed, infor-
mation is collected, how decisions are made, and
how individuals live out lifestyle choices (Martin,
1997). There are four continuous traits in the MBTI
model (Myers, 1962):

• Extroversion (E) vs. Introversion (I)
• Sensing (S) vs. Intuition (N)
• Thinking (T) vs. Feeling (F)
• Judging (J) vs. Perceiving (P)
Since people’s writings represent their identity,

their writings can be used to detect their personality

(Mehta et al., 2019). Several datasets have been
collected and analyzed for personality prediction
in English and some other languages (Gjurković
et al., 2020; Mehta et al., 2020; Amirhosseini and
Kazemian, 2020; Kazameini et al., 2020; Lynn
et al., 2020; Gjurković and Šnajder, 2018; Tandera
et al., 2017; Majumder et al., 2017; Plank and Hovy,
2015a; Kosinski et al., 2013; Pennebaker and King,
1999), and one is present openly on Kaggle1. How-
ever, no dataset has been prepared in this field for
the Persian language. By searching for identifier
phrases and preparing a questionnaire, we have
collected a dataset composed of more than 1.5M
tweets written by 938 individuals in Persian labeled
by their MBTI personality type.

2 Dataset Construction

The dataset is comprised of two main parts: First, a
collection of publicly available tweets (inputs), and
second, each individual’s personality traits (labels).
Two primary techniques could help to acquire each
user’s personality traits. The first one is to search
for keywords or sentences indicating any personal-
ity trait (Plank and Hovy, 2015b). In our case, it
would be searching for MBTI keywords2 in the Bio
section and Tweets. For example, a keyword like
“INFP” or a sentence similar to “I am an ESTP”,
translated to Persian, of course. This technique en-
abled us to collect more than 92% of our data. The
second technique was to request people via various
channels to fill out a questionnaire asking for their
Twitter handle and their MBTI personality class if
they already know it. Since many people are not
familiar with this test, we have included instruc-
tions and links to help them conduct the test and

1kaggle.com/datasnaek/mbti-type
2According to the MBTI model, there are 16 keywords

as a result of concatenating abbreviations of each trait. For
instance: I+N+T+J=INTJ. They are written exactly in the
same spelling in Persian.



Method I Method II

Bio Tweet Questionnaire Total

# Tweets 309,364 1,134,294 108,874 1,552,532

# Users 210 653 75 938

Table 1: Detailed volume of the collected data

continue filling out the questionnaire afterwards.
We distributed the questionnaire on many differ-
ent online channels, but in terms of validity and
the amount of data, the best results were obtained
via the responses from Twitter itself.3 Also, we
desgined a branching logic for the questionnaire
using Microsoft Forms that successfully reduced
the invalid submission rate. Finally, we conducted
an automated sanity check on 1

3 of the data.

2.1 Methods Comparison

The first method helped us collect 1,443,658 tweets
in contrast with the second method that only con-
tributed to 8 percent of the data (Table 1). From
our point of view, there are several reasons for
this disparity. First, convincing people to fill out a
questionnaire is a tedious task. To overcome this
challenge, some teams use motivational and some-
times forcing techniques that are impractical or
unethical.4 Second, finding a target group who are
interested or knowledgeable about a topic is chal-
lenging. For this purpose, one idea would be to ask
users with a relatively high number of active fol-
lowers to redistribute our questionnaire, which we
tried with adverse feedback. However, in compari-
son with the first one, this method has the benefit
of not needing to intervene constantly, hence being
able to make progress in parallel.

3 Data Analysis

In Iran, with a population of more than 82M,
62,519 people took the MBTI test on a well-known
website5. We made a comparison between our
dataset and the data from that website, as an esti-
mation of Iran’s MBTI statistics, which is depicted
in Figure 1. We observe that introverts are less
present in society than in social networks. This is
because these people are better able to socialize and
be active in social media and more openly express
their feelings (Goby, 2006).

3All respondents consented to the usage of their data.
4No individual has been incentivized in this research.
516personalities.com/country-profiles/iran

Figure 1: Distribution of each attribute in our dataset
compared with its estimated distribution in Iran

We re-formatted data and fine-tuned ParsBERT
(Farahani et al., 2020), a pre-trained BERT-based
model (Devlin et al., 2018), and a logistic regres-
sion classifier on top of [CLS] encodings separately
for every trait. Note that when splitting the data, all
tweets of each user have to be in only one set. Be-
fore feeding the data into the model, we balanced
every category by downsampling the larger cate-
gories. We “evaluated” the model using repeated
stratified K-fold (with k, n = 5) technique. To be
more clear, being in the first steps of the research,
we did not intend to tune hyper-parameters or go
through a model selection process; thus, we did not
need to use nested K-fold.

We got 56.96 for the mean of macro average
F1-scores over results of all iterations over four
traits. Being an unfavorable result, there is not
much value in reporting detailed metrics. However,
this is an ongoing research, and we plan to improve
the results both in terms modeling and data quality.
We attained encouraging results via our enhanced
data and models which will be presented later.

4 Conclusions and Future Works

In this paper, we have demonstrated the first steps
in building a Persian dataset for personality pre-
diction. We trained a basic classifier as a baseline.
In the future, we will collect more data, experi-
ment with more sophisticated models, and team
up with psychology experts to evaluate and im-
prove our dataset. We even achieved promising
early results using more complex classifiers over
fastText (Bojanowski et al., 2017) and doc2vec (Le
and Mikolov, 2014) embeddings using a different
training approach. Furthermore, overcoming the
challenges of gathering data using a more science-
backed personality test, BigFive, is a gateway to
further improvements in modeling psycholinguistic
features of a text in Persian.
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